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ABSTRACT: In this study, using DFT methods, we analyze
the electronic structures at both the molecular and solid-state
level of the recently suggested three-dimensional semi-
conducting bis(hexylthieno)benzobisthiazole molecule (2),
the unsubstituted benzobisthiazole ring (1), its 2,6-disubsti-
tuted derivatives (3 and 4), and its 2,6-dihexyl-4,8-dithiophene
derivative (7). The uniqueness of 2, as per literature reports, is
the close intermolecular contacts in the three directions (3D
ordering) due to the crystal packing which should lead to more
efficient charge transport. Gas-phase geometry optimization of
the above molecules using the B3LYP functional is carried out and compared with the X-ray data. Reorganization energies to
estimate the charge transfer, calculated using the same functional, do not indicate any particular bias toward hole transport or
electron transport process. Transfer integrals (for estimation of intermolecular charge hopping pathways) between the HOMOs
(for hole transport) are quite large in the π−π stacked direction in the 1−3 crystals, while in n-type 4 the transfer integrals
between the LUMOs are large. In the case of 7, which has not been tested so far for its semiconducting properties, the calculated
transfer integral is very small and reorganization energies are large, indicating that it may show poorer performance when
compared to the other derivatives. Analysis of the intermolecular interactions (noncovalent) in the crystals has been carried out
using dispersion-corrected functionals, namely B2PLYP-D, M06-2X, and B97-D. For the 2,6 derivatives, a maximum of ∼24 kcal/
mol interaction energy (B2PLYP-D) is obtained in the π−π stacking direction but for the S−N contacts the binding energies are
only around 5−6 kcal/mol. In 7, the binding energies obtained are much smaller and in the range of 2−9 kcal/mol only. Band
structure calculations using the PBE functional of crystal 2 are also carried out. We conclude from this study that this fused
heterocyclic ring at the molecular level by itself is not in the same class like semiconducting pentacene or rubrene but substituted
benzobisthiazole rings pack in the crystal in some cases like 2, 3, and 4 to yield very large transfer integrals which can play a
crucial role in charge transport. The present work will be helpful to understand and rationally design molecules which self-
assemble in the solid state giving intermolecular close contacts in the crystal.

■ INTRODUCTION

Organic π-conjugated materials with semiconducting properties
are of immense research interest because of their potential
applications as active elements in organic light-emitting devices
(OLED), organic field effect transistors (OFET), organic thin
film transistors (OTFT), and photovoltaic cells.1−9 These
materials offer certain advantages over the standard/existing
inorganic materials like versatility of chemical synthesis, low cost,
ease of fabrication, molding into thin films, and the tuning of
properties through suitable substitution.10,11 The search for new
and efficient charge transport material remains as one of the most
active areas in this field.12−18 While bringing out efficient devices
is one challenge, understanding the interactions, properties due
to substitutions, geometry, and packing of the molecules in the
solid state is another.19−22 The optoelectronic applicability of
such materials depends on various factors such as appropriate
HOMO and LUMO energy levels, easiness for the mobility of

hole and electron, and the geometrical packing in the solid
state.19 The charge-transfer processes are very much influenced
by the geometry and molecular packing as well as by the
intermolecular interaction parameters.19 Thus, it follows that a
proper understanding of all these molecular characteristics of the
organic materials used in organic semiconductor devices is an
important prerequisite for the design and selection of
appropriate molecules as well as for optimizing the performance
of the devices. Here, quantum chemical studies of these
molecular properties have proven to be invaluable and have
been shown to be of immense help in designing and improving
the devices.20−25
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A very common design strategy is to introduce electron-rich
donors (D) or electron-deficient acceptors (A) to a suitable core
structure to achieve p-type (hole transport) and n-type (electron
transport) semiconductors, respectively.26,27 Or, in other words,
molecules with high electron affinity (EA) and low ionization
potentials (IP) with favorable intermolecular interactions would
be suitable as n-type and p-type semiconductors, respectively.
Ambipolar charge carrier transport is also achieved by appending
both D and A functionality to the same core structure. A number
of organic semiconducting materials have been designed and
used in OLED’s and OFET’s which have shown promising
performance.12,28 Compared to p-type materials, fewer n-type
materials have been reported.29 Ambipolar materials are
rarer.30,31

Recently, fused heteroaromatic rings have emerged as
promising candidates for organic semiconductor technol-
ogy.32−38 This is due to the fact that the fused structures lead
to stabilized HOMOs and a wide HOMO−LUMO gap (HLG)
and a favorable intermolecular π−π overlap, which are necessary
for performance of the device.36 One such example is benzo(1,2-
d:4,5-d′)bisthiazole (1) derivatives (Scheme 1) showing semi-
conducting properties which have been reported recently.34−37

The central benzobisthiazole ring (BBTz) is an electron-deficient
nitrogen heterocyclic system (benzene is fused in between two
electron-withdrawing thiazole rings) with high electron affinity
which enhances the air stability in p-type conductors and
increases the easiness of electron injection in the n-type
semiconductors.34 It has advantages of planar structure which
can lead to a better interchain π−π self-assembly.35,36 In addition,
it offers functionalization or substitution that can be done either
at the 2,6-position or/and at the 4,8-position. The 2,6-substituted
BBTz (2−6) are the only ones experimentally characterized for
FET performance, while only photophysical properties are
known for the 4,8-substituted ones (7−9).38 Recently, Skabara
and co-workers synthesized alkyl-substituted thiophene and
thienothiophene as donors at the 2,6-position of the BBTz ring

derivatives (2 and 3).35,36 The hole mobilities obtained are in the
order of 10−2 and 10−3 cm2 V−1 s−1, respectively. More
interestingly, the monomers self-assemble to a 3D network
with very close intermolecular noncovalent contacts.35 In 2, each
orthogonal molecule is involved in intermolecular S−N contacts
between thiazole rings in one dimension along with inter ring
π−π contacts of 3.50 and 3.56 Å in the other two dimensions,
which is claimed to be a unique collection of 3D close contacts.35

Mamada et al. have synthesized BBTz derivatives (4−6) for n-
type semiconduction with electron-withdrawing substituents at
the 2,6-position and achieved a good electron-transfer mobility
of about 0.24 cm2 V−1 s−1 for one of the molecules, 4.37

Though experimental studies have been reported for these
molecules, there is no theoretical characterization that can
provide us the causes or origin for the hole mobility in 2 and 3
and electron mobility in 4, 5, and 6. A detailed theoretical
analysis would also provide us an understanding of the 3D nature
of charge transfer as inferred from experiments for 2.35 Hence, a
systematic investigation of donor/acceptor derivatives of these
BBTz molecules, which are promising semiconductor materials,
is carried out in this work. Here we have chosen for this study
three of the BBTZ derivatives, namely p- type 2 and 3 and n-type
4 for which both crystal structures and mobility studies are
available. We have also chosen 1,which is the bare moiety and for
which only the crystal structure is available, for comparison. In
addition, we also investigate crystal 7, the 4,8-disubstituted BBTz
molecule for which no semiconduction experimental data has
been reported to the best of our knowledge. We carry out the
geometry optimization of the neutral molecules, and their cations
and anions, which leads to the information on their molecular
geometries, and HOMO and LUMO energy levels. Calculations
of reorganization energies to estimate the hole and electron
transport properties in these molecules are also carried out. From
the crystal structure, the intermolecular interaction energies and
the transfer integrals for both hole and electron mobilities are
also estimated for all possible dimer interaction pathways. The

Scheme 1. Molecular Structures and Bond Numbering Scheme Discussed in This Work
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band structure for the crystal 2 is also generated to get a good
insight into the dispersion. This detailed study presented here
should be helpful in understanding and designing more efficient
BBTz derivatives for semiconduction.

■ COMPUTATIONAL METHODS
We have carried out the geometry optimization of the molecules
1, 2, 3, 4, and 7 (scheme 1) using the Gaussian 09 software.39 For
computational simplicity, hexyl chains, where present, are
replaced by methyl groups. This replacement is not expected
to change the results and the trends. Minimization is carried out
at the DFT-B3LYP level using the Berny optimization algorithm
with a default integration grid and 6-311G(d,p) basis sets for all
the atoms except for the sulfur atom where additional 3f and 3d
functions have been added, i.e., 6-311G(3df,3pd). The additional
basis set on S atom results in better representation of the C−S
bond. The B3LYP functional consists of Becke’s three-parameter
hybrid exchange functional combined with the Lee−Yang−Parr
correlation functional.40−42 Frequency calculations are carried
out to ensure that each optimized conformation has all positive
frequencies and thus is a minimum on the potential energy
surface. The atomic positions of the molecules in all possible
geometrical conformations were fully relaxed and only the low-
lying minima are reported.
To assess the charge carrier injection easiness, we also

estimated HOMO, LUMO eigenvalues, the ionization potential
(IP), and electron affinity (EA) by taking the energy differences
between the ground and ionized states (nonrelaxed ionized state
gives vertical IP/EA and relaxed ionized state gives adiabatic IP/
EA) (ΔSCF method).43

Two widely used theories for describing the charge mobilities
in organic materials are the band theory44,45 and the hopping
model.46,47 With the overlap of neighboring molecules' MOs, the
band is formed through which the conduction of the charge takes
place according to the band theory model. On the other hand, the
hopping model is more suitable where coupling between
neighboring molecules is small (as in the case here). Using this
model, the charge transport that is calculated is the
intermolecular process in which the charge hops between two
molecules. The hole and electron transport process at the
molecular level in the charge carrier transporting layers can then
be portrayed as the electron-transfer/hole-transfer reactions
between the neighboring molecules.

+ ′ → ′ ++ +· ·A A A A/ /

where A′ is the neutral molecule interacting with neighboring
oxidized or reduced A+/−. In the case of electron transport, the
interaction can be considered between a molecule in the neutral
state interacting with a radical anion and in the case of hole
transport the interaction can be considered between a molecule
in the neutral state and a radical cation. The rate constant for
charge transfer (CT) can be defined using the Marcus theory48

λ λ= −k pJ h p k T k T4 / (1/4 ) exp( /4 )ct
2

b
1/2

b

where J is the transfer integral/coupling matrix element (JH for
hole and JL for electron) between neighboring molecules, λ is the
reorganization energy (λ+ for hole and λ− for electron), kb is the
Boltzmann constant, and T is the temperature.
The contribution of the environmental factor (intermolecular)

to the reorganization energy due to the neighboring molecules is
expected to be small in organic solids and hence only the
intramolecular reorganization energy is calculated.23 The

intramolecular reorganization energies is the sum of stabilization
gained by relaxation of the neutral molecule after losing/gaining
electron and stabilization gained by charged species after
gaining/losing electron. The quantum mechanical evaluation of
λ± requires the awareness of the potential energy profile of the
cation and anion.23 So we have carried out the optimization of
the cation and anion at the UB3LYP level for all the molecules in
this study.
The reorganization energies are calculated based on the model

shown in Scheme 2. This model has been applied with success in

many earlier studies.22−25,49 Here, the energy required (λ1) in
electronvolts for the reorganization of the neutral geometry to
the cation geometry upon removal of an electron and the energy
required (λ2) to reorganize the obtained cation geometry back to
a neutral state upon reaccepting an electron added up give the
total reorganization energy (λ+) of the molecule when the charge
is being transported. In a similar fashion the reorganization
energy (λ−) of the neutral to anion (λ3) and back (λ4) should be
useful in understanding the electron transport.
The reorganization energies are also calculated on the basis of

normal-mode analyses of isolated molecules. In this calculation
scheme the total reorganization energies can be partitioned into
individual contribution from each vibrational mode.50 Normal-
mode analyses were performed using DUSHIN program by
postprocessing the frequency analysis results from Gaussian 09.
In the harmonic approach the relaxation energy is23

∑ ∑λ λ ω= = ℏ Si i

λ
λ
ω

= Δ =
ℏ

k
Q S

2
,i

i
i i

i

i

2

In the above equation, ki and ΔQi represent force constant and
displacement along normal mode Qi between the equilibrium
geometries of neutral and charged molecules. ωi represents the
vibrational frequencies and Si denotes the Huang−Rhys factor
(vibrational coupling constant for hole/electron).
The charge-transfer integral is estimated for all the possible

dimer interaction pathways by taking pairs of molecule in the
crystal, using the recently suggested entire dimer Hamiltonian
(EDH) method by Siebbles and co-workers51 and J. L. Bredas
and co-workers,52 by orthogonalization of off-diagonal elements
of Kohn−ShamHamiltonian as shown in the following equation.

Scheme 2. Calculation of the Reorganization Energy
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where φ1 and φ2 are the localized monomer orbitals.
This mainly requires the knowledge of the dimer HOMO and

HOMO−1 (LUMO and LUMO+1) and the interactions of
monomer HOMOs (LUMOs). The Kohn−Sham Hamiltonian
was obtained from the secular equation, = SCEC−1 by the
fragment molecular orbital (FMO) approach with B3LYP
density functional method along with 6-311G(d,p) basis set,
where the diagonal elements are the site energies e1(2) and off-
diagonal elements are the charge-transfer quantity, J12, both in a
nonorthonormal basis. When we transform the J12 to an
orthonormal basis, we get the effective charge hopping element,
J12
eff in the following equation, which is similar to the J12 given
above.

=
− −

−
J

J e e S

S

( )

112
eff 12

1
2 1 2 12

12
2

when the HOMOs are used J12
eff = JH and the when LUMOs are

used J12
eff = JL.

We have also computed the transfer integral for hole and
electron transport using the energy splitting in dimer (ESID)
method. Here the transfer integral is estimated as half of the
difference between the energy values of HOMO and HOMO−1
for hole transport and half of the difference between the energy
values of LUMO and LUMO+1 for electron transport.53−57 It is
known that ESID is not a rigorous method, but nevertheless in
some cases we find very good agreement with the results
obtained using the EDH method.24,23

To explain the anisotropy of conduction, we have investigated
the relative binding energies of all the intermolecular dimer
orientations extracted from the crystal structure. The interlayer
interaction energies are noncovalent in nature, and the DFT
description of these interactions requires long-range dispersion-
corrected functionals. The interaction (association) energyΔE is
obtained from single-point calculation using three different
functionals, namely the M06-2X, dispersion-corrected B97-D
functional, and the double hybrid functional, B2PLYP-D DFT,
methods.58−61 We use a Pople’s split valence 6-311G(d,p) for C,
N, H, and F and 6-311G(3df,3pd) for S basis set. The ΔE is
calculated using the following equation

Δ = − −E E E EAB A B

where EAB is the total energy of a pair of molecules in the crystal
and EA and EB are the single-point energies of the isolated
monomer A and B extracted from the crystal coordinates.
Counterpoise (CP) correction for basis set superposition error
(BSSE) has been included only for the B2PLYP-D method, as it
contains a perturbative contribution to the correlation energy,
while for the other methods the BSSE is expected to be small.62,63

Accurate interaction energies have been known to be obtained
when half of counterpoise correction is added toΔE.64 Hence we
apply this formula here for the B2PLYP-D calculations.
The electronic band structure and charge densities of the

organic crystals have been calculated using Quantum Espresso
Program Package.65 The calculations have been performed
within the framework of the density functional theory (DFT)
with the use of the calculated fundamental basis set consisting of
plane waves and pseudopotentials. We make use of generalized
gradient approximation (GGA) DFT PBE (Perdew−Burke−
Ernzerh) exchange and correlation functional.66 The effect
produced by the core electrons was taken into account through
the use of Ultrasoft Vanderbilt pseudopotentials and with an
energy cutoff of 65 Ry for the wave function (520 for the electron
density) for 2, with a K point mesh of 10 × 4 × 3. In order to
obtain the band structure, we carried out additional non-self-
consistent field (non-SCF) across some selected high-symmetric
k paths.

■ RESULTS AND DISCUSSION

Geometric Structure. The crystal structure data were
retrieved from the Cambridge Structural Database (CSD) for
five molecules, namely, 1, 2, 3, 4, and 7.34−38 The DFT estimates
of geometric parameters of these five molecules are compared
with the experimentally determined ones obtained from the
literature in Table 1. The other geometrical parameters of the
central ring and the exocyclic bonds are given in the Supporting
Information. For 2 there are two orthogonal half-units (A and B)
in the asymmetric unit which differ in geometry. Hence two sets
of bond parameters as determined from experiment are shown.
The molecules 2−4 exhibit rigid skeletons. Molecules with
substitution at the 2,6-positions, where the groups are directly
attached to the central ring BBTz, are almost planar and hence
create a good conjugation. Only in the case of extended
conjugation in 4 the planarity is lostthere is a small angle

Table 1. Comparison of Optimized Geometries of 1−4 and 7 with Crystal Geometriesa

bonds 1 2b 3 4 7

r1(C−N) 1.386 (1.397) 1.377 (1.391/1.379) 1.373 (1.407) 1.376 (1.391) 1.382 (1.393)
r2(C−N) 1.289 (1.286) 1.298 (1.292/1.317) 1.303 (1.320) 1.3 (1.305) 1.290 (1.304)
r3(C−S) 1.754 (1.740) 1.775 (1.786/1.766) 1.779 (1.775) 1.774 (1.747) 1.760 (1.744)
r4(C−S) 1.742 (1.734) 1.743 (1.709/1.753) 1.742 (1.730) 1.742 (1.730) 1.747 (1.749)
r5(C−C) 1.426 (1.420) 1.426 (1.441/1.435) 1.426 (1.415) 1.427 (1.424) 1.422 (1.410)
r6(C−C) 1.388 (1.385) 1.387 (1.387/1.379) 1.387 (1.393) 1.386 (1.383) 1.404 (1.397)
r7(C−C) 1.396 (1.395) 1.398 (1.370/1.409) 1.399 (1.380) 1.398 (1.397) 1.412 (1.419)
r8(C−C) − 1.446 (1.444/1.453) 1.444 (1.445) 1.444 (1.443) 1.496 (1.505)
r9(C−C) − − − − 1.466 (1.469)
ϕ1 − − − − 33.50 (21.42)
ϕ2 − 0.0 (0.84/0.676) 0.0 (3.02) 1.02 (1.93) −
θ − − − 26.1 (5.54) −

aExperimental values (Å) given in parentheses.34−38 bThis crystal has two orthogonal half-units A and B in the asymmetric unit which differ in
geometry; experimental values are given in the order (A/B). Computed values are obtained using B3LYP/6-311G(d,p) for C, N, H, and F and 6-
311G(3df,3pd) for S.
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between the thiophene and the trifluoromethyl phenyl group.
This angle is overestimated by theory: while the experimental
determined value is 5°, the theoretical value is 25°.37 On the
other hand, the 4,8-substituted 7 develops an angle (21°
experiment and 33° theory) even between the substituted group
and the central BBTz ring.38

Generally, it is well-known that results of DFT methods
compare well with the bond lengths obtained from experiment.
For the molecules here, most of the theoretical estimated bond
parameters are in good agreement with the experimentally
determined ones. For example, in 1 for all the bond parameters,
the deviations between the theoretical generated values and the
experimental measured values are within 0.010 Å. On the other
hand in 2, which has two inequivalent molecules in the unit cell,
the deviations are much smaller when comparison is carried out
with one of the molecules (B) but when the comparison of the
bond parameters is carried out with the other molecule (A) in the
asymmetric unit the deviations are larger notably in the r4(C−S)
bond and r7(C−C) bond lengths. In 3 the r1(C−N) bond length
deviates by 0.034 Å while in 4 it is the r3(C−S) bond length that
deviates by 0.027 Å. There are no major deviations in 7. Overall,
the deviations could be attributed to the intermolecular
interactions in the crystal.
The main interest in the geometry would be to look into the

changes of the central ring, BBTz, or in other words 1 upon
substitution. The changes in geometrical parameters are
presented in Figure 1 only for the gas-phase data (computed).

From the figure it is clear that the r1(C−N) bond is shortened
while the vicinal bonds (r2(C−N) and r3(C−S)) are slightly
elongated upon substitution. The r5(C−C) and the r4(C−S)
bonds hardly change on substitution. This is also true for r6(C−
C) and r7(C−C) with the exception of 7 which shows larger
change.
HOMO, LUMO, IP, and EA. Charge carrier (hole/electron)

injection properties can be ascertained on a relative basis from
the knowledge of energies of the frontier orbitals (HOMOs and
LUMOs) and the IP/EA values.43 Keeping this in view, we
investigate the changes that take place to the frontier orbitals
upon substitution. The calculated HOMO, LUMO eigenvalues
and theHOMO−LUMOgaps (HLG) are shown in Table 2. The

HOMO and LUMO orbital plots are given in Figure 2, and it is
evident that both are of π nature spread over the entire molecular
skeleton. The molecules 1−4 have almost similar HOMO and
LUMO, but in the case of 7 this changes due to the substitution.
The HOMO and LUMO energies of the unsubstituted molecule,
1, lie at −6.5 and −1.89 eV, respectively, and a reasonably large
HLG of 4.6 eV is obtained. Introduction of a group like
thiophene at the 2,6-position destabilizes the HOMO energy
level of 1 to−5.79 eV as seen in 2. On the other hand, the LUMO
is stabilized to −2.31 eV. As expected, the increase in the
conjugation leads to a smaller HLG of 3.48 eV. 3 has an almost
similar HOMO and LUMO and its HLG is 3.21 eV.
Experimental data determined by electrochemical methods are
available for 2 and 3.35,36 The experimentally extrapolated
HOMO and LUMO values for 2 are −6.0 and −2.7 eV and for 3
are −5.7 and −2.9 eV, respectively, which are in reasonable
agreement with the calculated values. On the other hand, for 4we
see a slightly destabilized HOMO, while the LUMO is largely
stabilized (as expected due to the electron-withdrawing nature of
the substituent). The HLG is slightly smaller and it is 3.13 eV.
Overall, it is seen that the 2,6-substituted derivatives induce large
changes in the HOMO and LUMO eigenvalues. Hence the end
substituents provide a wide flexibility in tuning the electronic
properties of the BBTz derivatives. In the case of 7we see that the
LUMO value is slightly lower (by 0.09 eV) when compared to
the bare molecule. Slightly larger change is seen in the case of
HOMO which is 5.53 eV when compared to the bare molecule’s
6.5 eV. The HLG in this case is 3.55 eV. Of this series, 7 has the
largest HLG.
Vertical and adiabatic IP and EA calculated using ΔSCF

method are given in the same table. The bare molecule has a large
IP of 8.14 eV which decreases to 6.96 eV when substituted with
groups like thiophene at the 2- and 6-positions (2). It further
drops to 6.57 eV in the case of 3. For 4 the value is almost same as
that of 2 though it has a electron-withdrawing group. 7 has a
smaller IP when compared to 2. The adiabatic IP follow similar
trend. Vertical EA also is seen to be smallest in 1 which becomes
larger with substitution. For 2 the EA is 1.04 eV which increases
to 1.22 eV in 3. The largest value in this series is for 4, the n-type
semiconductor, indicating that it would be ideal for electron
injection. On the other hand, 7 has a very small EA and is almost
similar to 1. As in the case of IP, here too the adiabatic EA follow
the vertical EA trend. To check the effect of adding diffuse
functions to the calculations in the case of anions, we recalculated
the AEA/VEA using the basis set 6-311+G(d,p) for all atoms
except for sulfur where 6-311+G(3pd,3df) was used. The results
are shown in the Supporting Information. The values are slightly
larger than the ones given in Table 2, but the trends remain same.

Geometry Changes upon Oxidation and Reduction.
The geometry changes which the molecules undergo during an
oxidation and reduction process are projected graphically in the
Supporting Information. It is clearly seen that upon oxidation the
bare molecule undergoes minor modifications in bond length of
bonds r4(C−S), r5(C−C), and r6(C−C) while r2(C−N) and
r7(C−C) elongate by about 0.025 Å. The bonds r1(C−N) and
r3(C−S) shorten by 0.03 Å. The 2,6-substituted derivatives (2−
4) behave differently from 1 but have similarities with each other.
We notice that the changes in bond length are very small in the
C−S bonds. The r2(C−N), r5(C−C), and r7(C−C) bonds
elongate while r1(C−N), r6(C−C), and r8(C−C) shorten upon
oxidation. 7 behaves in slightly different manner from 2−4. We
see a shortening of the bond length r5(C−C) upon oxidation

Figure 1. Changes in geometrical parameters, upon substitution, of 1
obtained at B3LYP/6-311G(d,p) for C, N, H, and F and 6-
311G(3df,3pd) for S. See Scheme 1 for bond numbering.
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while r6(C−C) elongates. The shortening of r1(C−N) is also
much smaller when compared to the other derivatives.
In the case of reduction we see that r7(C−C) and r1(C−N)

bond changes are the maximum in the bare molecule. While the
former elongates, the latter shortens. The bond r2(C−N) also
undergoes a large elongation upon reduction. In the case of 2,6-
substituted derivatives the bonds r3(C−S) and r4(C−S) elongate
unlike in the case of oxidation. The largest changes are seen in
r1(C−N) and in r8(C−C) as in the case of oxidation. Here r6(C−
C) bond hardly changes upon reduction except in 7 where it
elongates. From the geometric changes upon oxidation and
reduction one can expect large reorganization energies for these
molecules.

Reorganization Energies (Electron−Vibration Cou-
pling). Local coupling and nonlocal coupling are the two main
electron−vibration/electron−phonon interactions that occur in
organic crystals.23 These two couplings are usually estimated to
understand the charge transport in the semiconductor.52 While
nonlocal coupling is usually estimated by transfer integrals
between the neighboring molecules in the crystal, local coupling
is usually estimated by calculation of the intramolecular
reorganization energy. Estimated reorganization energies as
obtained from DFT calculations are shown in Table 3. Both the
hole− and electron−vibrational couplings obtained using
Scheme 2 (adiabatic potentials) and the values obtained from
normal-mode analysis are shown in the same table. One can

Table 2. Calculated and Experimentally (Where Available) Determined HOMO, LUMO, and HLG Values along with Vertical
Ionization Potential (VIP), Vertical Electron Affinity (VEA), Adiabatic Ionization Potential (AIP), and Adiabatic Electron Affinity
(AEA), for 1−4 and 7

calculated (in eV)a experiment (in eV)c

molecule HOMO LUMO HLG HOMO LUMO HLG VIP (eV)b VEA (eV)b,d AIP (eV)b AEA (eV)b,d

1 −6.5 −1.89 4.6 − − − 8.14 −0.11 8.07 −0.26
2 −5.79 −2.31 3.48 −6 −2.7 3.3 6.96 −1.04 6.81 −1.15
3 −5.54 −2.33 3.21 −5.7 −2.9 2.8 6.57 −1.22 6.43 −1.32
4 −5.98 −2.85 3.13 − − − 6.95 −1.75 6.81 −1.91
7 −5.53 −1.98 3.55 − − − 6.76 −0.65 6.58 −0.87

aData obtained from single-point calculations at B3LYP/6-311++G(d,p) for C, N, H, and F and 6-311++G(3df,3pd) for S using the optimized
geometries. bThe basis set used is 6-311G(d,p) for all the atoms; sulfur atom is further augmented with 3df,3pd polarization. cReferences 35 and 36.
dValues obtained by adding diffuse functions to the calculation in the case of anions are given in Supporting Information.

Figure 2. Frontier MOs of 1−4 and 7 molecules obtained at B3LYP/6-311G (d,p) for C, N, H, and F and 6-311G(3df,3pd) for S.

Table 3. Theoretical Estimation of the Reorganization Energies (meV) λ+ (Hole Transport), λ− (Electron Transport) of 1− 4 and 7
along with λ1, λ2, λ3, and λ4 Obtained at the B3LYP/6-311G(d,p) for C, N, H, and F and 6-311G(3pd,3df) for Sa

molecule λ1 λ2 λ+ λ3 λ4 λ−
b

1 63 (74) 98 (99) 162 (173) 151 (150) 156 (158) 307 (308)
2 159 (159) 162 (167) 321 (326) 106 (106) 105 (109) 211 (215)
3 136 (137) 147 (146) 283 (283) 91 (90) 93 (92) 184 (182)
4 136 (135) 141 (143) 277 (278) 163 (160) 136 (184) 299 (344)
7 183 (186) 151 (154) 334 (340) 224 113 337

aValues given in parentheses are obtained from normal-mode analysis. bValues obtained by adding diffuse functions to the calculation in the case of
anions are given in the Supporting Information.
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observe that the results of these two methods are nearly in good
agreement with each other.
The calculated electron reorganization energy for the bare

molecule 1 is 307 meV while for the hole the reorganization
energy is only 162 meV. We compare this with pentacene which
is known to be a very good semiconductor. Pentacene’s hole
reorganization energy is 97 meV while its electron reorganization
energy is 136 meV (at B3LYP/6-311G(d,p) level of theory).67

Thus, even the bare molecule 1 has around 2 times larger
reorganization energies. Relatively, 1 should transport holes
better than electrons. The vibrational couplings related to the
hole and electron mobilities of this molecule are shown in the
Supporting Information. It is clear from this figure that the
transfer is dominated by the high-energy modes. For example, in
the case of hole transport the vibrational mode at 1500 cm−1 is
the most dominant one, while for the electron transport the
vibrational modes at 1580 and 1370 cm−1 are the most dominant
ones. The larger reorganization energy for electron transport is
due to the larger contribution from these peaks.
In the case of substituted p-type molecules 2 and 3, we observe

that the reorganization energies for the electron transport is
much smaller, for example in 2 we observe that the
reorganization energy is 211 meV while for 3 it is 184 meV.
For the hole transport it is 321 and 283 meV, respectively. We
note from the Supporting Information that the high-energy
vibrational modes are dominant in 2 but in addition in the case of
hole transport a low vibrational mode also dominates. This is also
seen in 3. In 4 the reorganization energy for hole transport is
slightly lower in energy compared to the reorganization energy
for electron transport, i.e., 277 meV compared to 299 meV. It is
interesting to note that the hole transport reorganization energy
is lower in 4which is an n-type semiconductor. From the normal-

mode analysis we find that these are dominated by the high-
energy vibrations. In 7 both hole transport and electron transport
require high energy and are in the range 334 and 337 meV. The
vibrational contribution to this reorganization energy is available
only for hole transport and it is clear that the along with the high-
energy modes some lower energy vibrations also contribute.
From the reorganization energy calculations it is found that the

local coupling in these fused heterocyclic ring systems is large and
these are almost 2−3 times larger than good semiconducting
materials like pentacene and ruberene. In other words, at the
molecular level, based on the reorganization energies, these
molecules cannot be classified as n- or p-type semiconductors. It
is also seen that the reorganization energy which is one of the key
parameters in electron transfer does not correlate here with the
experimental observed semiconduction, pointing to the fact that
nonlocal coupling and IP/EA are probably playing the major
roles. To check the effect of adding diffuse functions to the
calculations involving anions (for electron transport), we
recalculated λ− using the basis set 6-311+G(d,p) for all atoms
except for sulfur where 6-311+G(3pd,3df) was used. The results
are shown in the Supporting Information. The values are almost
similar to the ones given in Table 3.

Crystal Analysis. We carried out further detailed studies of
molecules 1−4 and 7 at the solid-state level. The crystal packing
along with the structural details are shown in Figure 3. Crystal 1
belongs to the monoclinic crystal system with lattice parameters
a = 3.861 Å, b = 16.025 Å, and c = 6.053 Å. Its space group is P21/
n.34 The unit cell contains two molecules. The molecules arrange
in a herringbone pattern. The distance between the two
molecules which are slipped cofacial in the a direction is about
3.86 Å. In the direction b the nearest atom contacts are between
the S and the N which is about 3.425 Å. In the c direction the

Figure 3. Crystal packing diagrams for 1−4 and 7.34−38
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nearest atoms contacts are the S−N contact which is 3.81 Å and
S−S contact which is about 6.436 Å.
Crystal 2 belongs to a triclinic crystal system and its space

group is P1̅.35 The asymmetric unit contains two orthogonal half-
units which are not equivalent. Each orthogonal molecule
assembles into a cofacial slipped stack arrangements making an

inter-ring π−π contact. The distance between two cofacial
molecules in the direction a is 5.343 Å. In the direction between a
and b we have another molecule which is orthogonal to the first
molecule. This molecule also has a distance of 5.343 Å with its
cofacial neighbor. In the direction b we have S−N contact of
3.016 Å and S−S nearest-neighbor contacts with a distance of

Figure 4. Dimers for which the charge transfer parameter and interaction energy have been calculated.
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3.735 Å. The S−N distance is shorter than the combined van der
Waals radii for the two interacting atoms.35

In the case crystal of 3 we can see molecules aggregate
themselves into columns of slipped cofacial arrangement with a
herringbone π stacking assembly as shown in Figure 3. This type
of packing should give a larger noncovalent interaction with its
neighbors due to the tilt which nevertheless retains the π−π
overlap. This molecule also belongs to monoclinic crystal system
and its space group is P21/c.

36 It has two molecules in the unit
cell. The distance between the slipped cofacial packed molecules
in the c direction is around 7.712 Å. The distance between the
molecules which are tilted (centroid to centroid) is 11.269 Å in
the direction b. In the direction a the atom−atom contacts are
farther away.
In 4 the molecule lies along the a axis, which has a lattice

parameter of 56.75 Å.37 This crystal belongs to the monoclinc
crystal class and the space group is C2/c. It has four molecules in
the unit cell. In the direction b the molecules interact in a tilted
manner with the distance of about 4.727 Å between them (a
herringbone pattern). In the direction c the distance between the
molecules which are more cofacial is 6.020 Å. The nearest atom−
atom contacts are in the a direction between the CF3 and CF3,
which is 2.854 Å.
In 7, due to the large hexyl chain in each molecule, the

molecules do not pack in a cofacial manner and hence the nearest
neighbors which are parallel stacked are translated along the
short molecular axis leading to reduced π−π interaction.38 The
other neighboring molecule interacts in a T-shaped manner. The
molecules crystallize into monoclinic crystal system having a
space group C2/c. It has four molecules in the unit cell. In the
direction c the distance between the slipped cofacial molecules is
around 9.916 Å. In the a direction the nearest-neighbor contacts
are much larger. In the b direction the centroids are about 6.772
Å distant.
Transfer Integral in Crystal.We now turn our focus to the

transfer integral (nonlocal coupling), the other important
parameter governing the charge transport performance. The
transfer integrals are estimated for the plausible near-neighboring
pairs of molecules in the crystals as shown in Figure 4 using
B3LYP functional with a moderate split valence and polarization
basis set, 6-311G(d,p) using both EDH and ESIDmethods. Only
the dominant values obtained using the EDHmethod are shown
in Table 4 while those calculated by the ESID method are given
in the Supporting Information. The interaction integral in the t1,1
direction for the bare molecule, 1, is 62 meV for hole transport
while in the same direction the electron transport drops to 28
meV. These molecules are separated by a distance of 3.86 Å. On
the other hand, in the pathway t1,2, t1,3, t1,4, and t1,5 the transfer
integrals are much smaller. To understand the reason for the
larger values for the t1,1 pathway, we look into the frontier orbitals
of the dimer given in the Supporting Information. It is clear that
there is a near cofacial type of stacking in the t1,1 pathway. This
leads to a larger splitting of the energy between the HOMO and
the HOMO−1 due to stronger bonding interactions in the
HOMO−1 and antibonding interactions in the HOMO of the
dimer. From the frontier orbital pictures it is also clearly seen that
the stronger interaction between the HOMOs of the individual
molecules when compared to the interaction between the
LUMOs leads to larger transfer integral for the hole transport. In
the other pathways for example in t1,2 the molecules hardly have
any π−π interaction due to the large distance. In the case of t1,3
the individual molecules in the dimer are translated along the
short axis leading to slightly weaker interaction between the

orbitals. Thus, the interaction integral obtained for hole transport
is around 10meV while for electron transport is 11 meV. In t1,4,in
the direction of b axis, though the distance is 8.81 Å between the
centroids, the molecules are almost lying side by side with the S−
N distance being 3.42 Å. This arrangement leads to slightly larger
splitting in the LUMOs and thus we obtain 15 meV for electron
transport and 10 meV for hole transport. In the pathway t1,5 the
molecules hardly have any π−π interaction, leading to very small
transfer integrals.
2 is obtained from 1 by attaching a thiophene ring to the bare

moiety. The intramolecular S−Ncontacts which are about 2.98 Å
tend to retain the planarity of this molecule, thus yielding a larger
π-conjugated system. The extra thiophene ring helps in
additional intermolecular S−N close contacts which leads to
π−π stacking in the crystal. This should be helpful for increasing
the charge transfer. Since in the crystal the asymmetric unit
consists of two half molecules which are not equivalent, we
obtain two complete molecules which differ due to the
conformation of the hexyl chain, the transfer integrals for
which are distinguished as t and t′. The t′1, 1 is very large for the
hole transport, i.e., 193 meV, but it drops down drastically to 34
meV for electron transport. For the other molecule the transfer
integral, t1,1 is slightly smaller though the distance is the same,
5.34 Å. Here it is 104 meV for hole transport and 23 meV for
electron transport. To understand the difference in the absolute
magnitude of the transfer integral in the dimers of these two
molecules (though the centroid to centroid distances remain the
same), we analyze the distances in the dimers.We note that in the
first molecule (t′1,1 case) the intermolecular S−N distance is 3.7
and 3.79 Å which is closer when compared to the S−N distance
of 4.06 and 3.96 Å in the case of the second molecule (t1,1). The
S−S distances are 5.37 Å in the first molecule and 5.81 Å in the
second molecule. The diagonally opposite N−N distances are
also different (4.21 Å in the first molecule compared to 4.93 Å in
the second molecule). Thus, it is clear that the transfer integral is
enhanced in the first molecule due to closer heteroatom contacts.

Table 4. Estimation of Hole (JH) and Electron (JL) Transfer
Integrals for the Molecules 1− 4 and 7 (in meV) at B3LYP/6-
311G (d,p) Level of Theory Using EDH Methoda along with
the Rate Constants (in s−1)

molecule dimer db JH k+ (s−1) JL k− (s−1)

1 t1,1 3.86 62 3.35 × 1013 28 1.24 × 1012

t1,2 7.05 2 2.82 × 1010 1 9.96 × 108

t1,3 6.05 11 9.79 × 1011 11 1.93 × 1011

t1,4 8.81 10 8.41 × 1011 16 3.81 × 1011

t1,5 8.75 3 7.67 × 1010 2 6.47 × 109

2 t1,1 5.34 193 4.95 × 1013 34 5.61 × 1012

t′1,1 5.34 104 1.45 × 1013 23 2.54 × 1012

t1,2 9.18 2 5.16 × 109 22 2.39 × 1012

t1,3 6.46 1 1.36 × 109 16 1.25 × 1012

t1,4 7.50 3 1.56 × 1010 9 4.07 × 1011

3 t1,1 7.73 67 9.27 × 1012 32 6.93 × 1012

t1,2 11.28 2 1.04 × 1010 7 3.23 × 1011

4 t1,1 6.02 8 1.42 × 1011 31 1.60 × 1012

t1,2 4.73 22 1.05 × 1012 11 2.05 × 1011

7 t1,1 9.92 − 2.58 × 1005 3 8.40 × 1009

t1,2 13.17 16 3.05 × 1011 11 1.34 × 1011

t1,3 7.25 5 3.39 × 1010 8 7.18 × 1010

aValues obtained from the ESID are given in the Supporting
Information. bd (Å) represents intermolecular center-to-center
distance.

The Journal of Physical Chemistry C Article

dx.doi.org/10.1021/jp304892x | J. Phys. Chem. C 2012, 116, 22663−2267422671



Values of 9−22 meV for electron transport are obtained for the
other directions t1,2, t1,3, and t1,4, but they are very small compared
to the values obtained for the t1,1 and t′1,1 directions.
3 is obtained from 1 by addition of a fused dialkylthienothio-

phene end units. Though the intramolecular S−N contacts help
in retaining the planar conformation due to the presence of the
dialkyl units, the molecules in the crystal pack in a herringbone
formation, thus reducing the larger cofacial arrangement as seen
in 2. The transfer integral for hole transport is also larger in this
crystal than the electron transport. A value of 67 meV is obtained
for hole transport, while for electron transport it is 32meV. In the
direction t1,2 the transfer integrals are very small as expected due
to the v-shape interaction. In the case of 4, due to the extra phenyl
ring attached to the thiophene there is small loss of planarity of
the molecule. Due to this the cofacial arrangement is absent. As
per experimental reports this is an electron-transporting material
and we find that the transfer integral is larger for electron
transport, i.e., 31meV, while the hole transport transfer integral is
very small, 8 meV in the t1,1 direction. The t1,2 shows a larger value
of 21 meV for hole transfer compared to electron transfer of 11
meV. From the frontier orbitals of this molecule given in the
Supporting Information, it is clearly seen that in the case of t1,1
direction the dimer is not cofacial but translated to one side on its
short axis, leading to larger bonding in the case of individual
LUMO interactions. In the case of the direction t1,2, the dimer is
in a tilted conformation which leads to again to a slightly larger
interaction between the individual monomer HOMOs. In 7, for
both electron and hole transfer, the transfer integrals are small.
The largest are ∼16 meV for hole transport and 11 meV for
electron transport in the t1,2 direction. The smaller values here are
due to larger distances between the individual monomers and the
lack of a cofacial type of packing.
From these calculations it is clear that the transfer integral is

the main parameter in these molecules to understand the nature
of semiconduction. For example, 2 which has been classified as a
p-type semiconductor shows a very large transfer integral value of
193 meV for hole transport in one direction and in the other
direction it is 104 meV. The corresponding transfer integral for
electron transport drops down to 34 and 23 meV, indicating the
dominance of hole transport in the crystal. On the other hand, 4
which has been classified as n-type semiconductor shows a larger
value of the transfer integral for electron transport when
compared to the transfer integral for hole transport. Similarly,
on the basis of the results we can classify the yet to be investigated
7 as p-type semiconductor. Finally, as expected, we note that the
values of transfer integral are in good agreement with those
obtained by ESIDmethod only for some pathways. In these cases
the good agreement can be attributed to the HOMO(LUMO)
and HOMO−1(LUMO+1) orbitals of the dimer containing
contribution exclusively from the monomer HOMOs-
(LUMOs).23

Rate constants calculated using the Marcus formula at T = 300
K are also shown in the same table. The largest value obtained is
for the hole transport along the t1,1 pathway of 2 . This is 4.95 ×
1013 s−1. The rate constants for the electron transport are slightly
smaller. In agreement with the above discussion, the rate
constants follow the transfer integral trend.
Interaction Energies.Keeping in view the interesting results

shown above, we decided to investigate the noncovalent
interactions between the molecules of the dimers in the solid
state. The values (ΔE) are calculated using three different
methodologies, namely B2PLYP-D(BSSE corrected), B97-D,
and M06-2X, and these are summarized in Table 5. The

uncorrected interaction energies obtained by the B2PLYP-D
method along with the CP corrections are shown in the
Supporting Information. The trends obtained with these three
DFTmethods are similar. In the case of 1 the largestΔE of about
9.78 kcal/mol is obtained for face-to-face arrangement (distance
between monomers separated by about 3.86 Å) using the
B2PLYP-D functional. For the same dimer, the ΔE predicted by
using B97-D is 10.5 kcal/mol while with M06-2X a ΔE of 11
kcal/mol is obtained. The t1,3 interaction in this molecule is of a
much smaller order and a value of 3.8 kcal/mol is obtained using
B2PLYP-D. The M06-2X value here is 3.2 kcal/mol. The
interaction in the direction of t1,5 with a distance of ∼8 Ǻ is the
lowest and it is around 1.8 kcal/mol. Interaction energies
calculated for 2 using B2PLYP-D in the direction t1,1 is 20.0 kcal/
mol, while the predicted value using B97-D is 21.6 kcal/mol. The
M06-2X predicts a ΔE which is almost similar to the one
predicted by B97-D. In the second molecule which is
inequivalent to the first one, we obtain a ΔE of 18.06 kcal/mol
for the parallel stacking using the B2PLYP-D functional. Here the
M06-2X predicted value is also around 18.5 kcal/mol. In the
interaction direction t1,2 and t1,3, which would be the side-by-side
interaction, the B2PLYP-D predicts a value of 5.9 kcal/mol while
here the M06-2X values are slightly smaller. Thus, the presence
of the extra thiophene ring in 2 compared to 1, due to the
retention of planarity, has almost double the interaction energy
for the near-parallel stacked conformation. The π−π interaction
energy predicted for 3 is the largest in the series and its value is
23.7 kcal/mol when B2PLYP-D functional is used. Here the
M06-2X yields a value of 24.4 kcal/mol. The additional ring due
to the fused ring system, thienothiophene, retains the planarity
and thus a larger area for interaction is available in the dimer. The
larger interaction energies in 3 rather than in 2 which is actually
cofacial can also be attributed to the larger repulsion in the latter
while there is a stabilization in the former due to the tilt.36 The
interaction energies of 4 are the smallest in the substituted series
in the direction t1,1. The predicted value using B2PLYP-D is 15.7
kcal/mol. There is a drastic drop in the M06-2X value and it
yields only 11.6 kcal/mol. The B97-D value of 18.4 kcal/mol.

Table 5. Interaction Energies (ΔE, kcal/mol) for 1−4 and 7
Using B2PLYP-D, B97-D, and M06-2X Using 6-311G(d,p)
for C, N, H, and F and 6-311G(3df,3pd) for S

ΔE

molecule dimer B2PLYP-Da B97-D M06-2X

1 t1,1 9.8 10.5 11.0
t1,2 0.5 0.7 0.03
t1,3 3.8 4.2 3.2
t1,4 4.4 4.4 4.1
t1,5 1.8 2.2 1.3

2 t1,1 20.0 21.6 21.8
t′1,1 18.1 20.3 18.5
t1,2 5.9 6.0 4.5
t1,3 4.7 4.3 4.3
t1,4 2.9 3.2 1.43

3 t1,1 23.7 25.0 24.4
t1,2 5.3 5.9 4.6

4 t1,1 15.7 18.4 11.6
t1,2 23.8 28.4 21.9

7 t1,1 3.6 4.4 3.0
t1,2 1.9 2.5 1.5
t1,3 8.5 9.6 7.8

aBSSE corrected (ΔE + 1/2 CP).
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Here the t1,2 has a large value of 23.8 kcal/mol as predicted by
B97-D. The interaction energy, 21.9 kcal/mol, predicted by
M06-2X is almost 2 kcal/mol different as in the t1,1 case. Here, in
7 the interaction energies obtained are very small comparatively,
the largest being 8.5 kcal/mol in the t1,3 direction. M06-2X
predicts slightly lower value of 7.7 kcal/mol. Here the alkyl chains
attached to the thiophene ring seem to play a major role; they do
not allow close interaction of the dimers. Thus, near-parallel
stacking as observed for other molecules is absent in this case.
Overall, it is seen that the values predicted by M06-2X are
smaller.
Band Structure. The electronic band structure of 2 is shown

in Figure 5. The band structures are plotted along specific

directions of the first Brillouin zone. The band gap obtained by
the plane wave method is 1.75 eV which is at the Γ point. This is
smaller compared to the experimental value of 3.3 eV.35 To
understand whether this underestimation is due to the well-
known DFT problem, we recalculated at the Γ point the band
gap using the hybrid functional PBE0.68 This was carried out
using Crystal09 software.69,70 The band gap obtained is 2.72 eV
which matches well with the experimental results. It should be
pointed out that though the PBE functional underestimates the
band gap, the main characteristics of valence and conduction
band will not be affected.25

The valence band consists of two nearly degenerate π sub-
bands. The presence of which is attributed to the two
inequivalent molecules in the unit cell. Similarly, the conduction
band also has the near-degenerate π sub-bands. The bandwidth
of the valence band is 620 meV and that of conduction band is
only 260 meV. The larger dispersion of the valence band is along
the axis which corresponds to ΓX in the figure. The band is
almost flat in the ΓY and ΓZ. These values correspond to the
sulfur−sulfur interaction. Only in the diagonal directions,

namely, the ΓU and ΓV, the dispersion is again large. The values
obtained are consistent with the transfer integral data.

■ CONCLUSIONS
In this study, we evaluate at both the molecular level and solid-
state level the recently suggested BBTz derivatives, for OFET
applications, using computational techniques. Our calculations
indicate that the molecules have largely similar geometry in the
gas phase and solid state with the basic core remaining mostly
planar. We observe that these fused BBTz derivatives at the
molecular level are not in the same class of semiconductors as
pentacene or rubrene, for they show large reorganization
energies which are almost 2−3 times that of pentacene. For 7,
the 4,8-substituted derivative the reorganization energies
obtained are much larger. On the other hand, with the
substitutions the HOMO, LUMO, and the HLG can be varied
which offers a wide scope of fine-tuning the property and also
obtaining p-type or n-type semiconduction. Most of the
molecules studied here pack in the solid state in an almost
herringbone pattern to minimize the repulsions. The key
parameter for transport in these molecules is seen to be the
transfer integral. Here we obtain large transfer integrals between
the HOMOs for the p-type semiconduction and for the n-type
semiconduction large transfer integrals between the LUMOs. In
fact, the largest value obtained is 193 meV in 2 for hole transport
and the molecules perpendicular to that have also large transfer
integral of 104 meV, indicating that at least in two orthogonal
directions there is large hole transport. But the possibility of a 3-
dimensional charge transfer is not seen. We conclude that these
molecules with judicious substitution that can lead to a favorable
packing can play a role in the development of OFETs.
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